
Acta Technica 62 (2017), No. 5B, 1033�1038 c© 2017 Institute of Thermomechanics CAS, v.v.i.

Feature fusion analysis of online user
reviews

Heyong Wang2, 4, Rong Cui2, Wei Lv3

Abstract. Word of Mouth (WOM) attracts lots of attention in recent years, and it's nec-

essary for us to discover valuable information from it, which is important for business to make

product strategies and operation managements under the background of e-business and big data.

In traditional analysis, only one type of features (features from structured data or unstructured

data such as text data) is considered. Firstly, this paper analyzes the in�uences of fusion features

(a combination of features from structured data and unstructured data). Features from structured

data are used to build classi�ers of Support Vector Machine (SVM). Secondly, fusion features are

used to build new SVM classi�ers. Finally, experimental results indicate that SVM classi�ers using

fusion features achieve better accuracies than those using features only from structured data, which

indicates that fusion features have positive e�ects on online products classi�cation.
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1. Introduction

In recent years, WOM becomes increasingly popular and it is an important step
to discover useful information in user reviews to help users make product and man-
agement strategies under the background of e-business and big data. WOM has great
in�uences on consumer behaviours [1]. With the rapidly development of electronic
technology, WOM was taken into account by consumers gradually [2].

Most studies of WOM only focused on structured data [3]-[4] (e.g. ranking and
location of users, scores of items given by users) or unstructured data [5]-[7] (e.g.
user reviews). This paper tries to analyse the in�uences of feature fusion on online
products classi�cation.
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Text mining is used for analysing unstructured text data. Feldman proposed
knowledge discovery in textual databases to discover the potential information in
text which made the foundation for future studies [8]. Ghanem focused on the
model of text mining and put forward a distributed model for mixture data and text
mining [9]. Based on semantic relations, Dekang suggested an unsupervised text
�nding reference rule which extended the algorithm of text mining [10]. Nowadays,
researchers pay more attention to the application of text mining [11]- [12]. Text
mining extends the way of knowledge discovery.

The rest of this paper is organized as follows. Section 2 introduces sample data
used in experiments including data source and data processing. Experimental results
are covered in Section 3. Finally, Section 4gives the conclusions.

2. Data Source and Processing

2.1. Data Source

The data used in this paper is from DataTang (http://www.datatang.com/data/15516).
1,000 samples are chosen from data randomly. The attribute, meaning and type of
sample are shown as table 1.The attribute `summary' is unstructured text data of
user reviews. Short reviews as well as reviews containing only repeated words have
been removed before experiment. The rest of the attributes such as `score', `usrtype',
`usrloc' and `protype' are structured features.

Table 1. The attribute, meaning and type of sample

Attribute Meaning Type

prdid Product ID numeric

score Score marked by users numeric

summary Given by users text

usrtype Users' type text, measurable

usrloc Users' location text, measurable

protype Products' type text, measurable

2.2. Data Processing

2.2.1. Quanti�cation of Structured Data Attributes `usrtype', `usrloc' and `protype'
must be quanti�ed, and the results are shown as table 2.

Table 2. The results of measure
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usrtype usrloc protype

Register 0 Blank 0 Computers 0

Level 1 1 Westland 1 Household appli-
ances

1

Level 2 2 Midland 2 Daily use articles 2

Level 3 3 Eastland 3 Electronics 3

Level 4 4

Level 5 5

Level 6 6

2.2.2. Word Segmentation and Dimension Reducing R packages `Rwordseg' and
`tm' are used for segmentation. After text pre-processing, a matrix with 691 topic
words (nouns or adjectives) was built. Words with frequencies no larger than 2 are
removed to avoid high dimensional sparsity. Part of DTM[X1, X2, ..., X208]1000×208

is shown in table 3.208 topic words are selected by IG. Part of the topic words are
shown in table 4.

Fig. 1

Fig. 2
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3. Feature Fusion

3.1. Classi�cation on Structured Data

Clementine 12.0 is used in this section. The inputs are `usrtype', `usrloc' and
`protype'. The output is `score'.

As shown in table 5, there are four kernel functions for SVM.RBF kernel shows
high accuracies on structured data. RBF kernel has an adjustable parametery,
which value is generally between 3/k and 6/k. Where k is the number of input
attributes. In experiment, kis 3 because attributes `subtype', `usrloc' and `protype'
are used. Generally, the classi�cation accuracies improve as the value of yincreases
but high values of y may lead to over �tting of SVM classi�ers. Experimental results
demonstrate that the values of yhave little in�uences on classi�cation accuracy, so
1.0 is chosen for y. The classi�cation accuracies chart is shown in �gure 3. (The
horizontal axis shows proportions of training set)

Fig. 3

Fig. 4. Classi�cation accuracies of structured data based on RBF kernel

Figure1shows that the classi�cation accuracies based on RBF have improved as
proportions of training sets increase and the accuracies are higher than 62%, which
indicates that the structured data have in�uence on `score' and supervised learning
is e�ective.
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3.2. Classi�cation on Fusion Data

The classi�cation accuracies are shown in �gure 2(The horizontal axis shows the
number of topic words, and di�erent lines represents classi�ers using di�erent kernel
functions).

Fig. 5. Classi�cation accuracies with di�erent proportions using the same kernel
function

Experimental results indicate that classi�ers using RBF and polynomial kernel
achieved better classi�cation accuracies. The number of topic words have signi�cant
positive e�ects on classi�ers using RBF and polynomial kernel but little or no positive
e�ects on classi�ers using linear and sigmoid kernel.

Above all, for classi�ers using RBF or polynomial kernel, the classi�cation ac-
curacies on fusion data are higher than those on structured data. The results show
that unstructured topic words selected by IG can be considered during classi�cation
and fusion data can improve the classi�cation accuracy. Topic words such as `price'
and `quality' selected by IG are able to improve the classi�cation accuracy.

4. Conclusion

It is one of the most important steps to discover valuable information and knowl-
edge for product strategies and operation managements under the background of
e-business and big data. This paper focused on online products classi�cation and
analysed the in�uences of fusion data on classi�cation accuracies. Experimental
results indicate that topic words selected by IG are able to improve classi�cation
accuracy. In summary, feature fusion can improve the classi�cation accuracies and
can be used to discover the knowledge about online user reviews.

But there are still some limits in this paper. For example, emotion is not sep-
arately considered in this paper when doing text mining, which is an important
feature of reviews, and how to use the results for products' recommendation is not
discussed. For future studies, emotion scores and products' recommendation will be
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considered on the study of feature fusion analysis.
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